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ABSTRACT: The increasing demand for natural and intuitive human-computer interaction has motivated the
development of gesture-based control systems. This paper presents a Virtual Hand Cursor Control System that enables
users to manipulate the computer cursor using real-time hand gestures captured via a standard webcam. Leveraging
MediaPipe for robust hand tracking and PyAutoGUI for cursor manipulation, the system recognizes multiple gestures
such as pointing, pinching, peace sign, and fist to perform cursor movement, left-click, right-click, and control toggling
respectively. The system incorporates configurable sensitivity and smoothing parameters to enhance user experience
and accuracy. Extensive experiments demonstrate the system’s effectiveness in diverse lighting and background
conditions, achieving smooth and responsive cursor control without specialized hardware. This work contributes a
scalable, accessible, and open-source solution for gesture-based cursor control, with potential applications in
accessibility, gaming, and touchless interfaces.

KEYWORDS: Hand Gesture Recognition, Virtual Cursor Control, MediaPipe, PyAutoGUI, Real-Time Tracking,
Human-Computer Interaction, Computer Vision, Python, Gesture-Based Interface.

L. INTRODUCTION

Traditional computer interaction relies heavily on physical devices such as mice and touchpads, which may not be
suitable for all users or environments. Gesture-based control offers a natural and contactless alternative, enhancing
accessibility and enabling novel interaction paradigms. Recent advances in computer vision and machine learning have
made real-time hand tracking feasible using commodity webcams, eliminating the need for expensive sensors.

This paper introduces a Virtual Hand Cursor Control System that translates hand gestures into cursor commands. The
system uses MediaPipe’s state-of-the-art hand tracking to detect and localize hand landmarks, and a gesture recognition
module to interpret user intent. Cursor movement and click actions are executed via PyAutoGUI, providing seamless
integration with existing operating systems.

The system supports multiple gestures: pointing with the index finger to move the cursor, pinching (thumb and index
finger) for left-click, peace sign (index and middle fingers) for right-click, and fist to disable cursor control. Users can
calibrate the system and adjust sensitivity and smoothing parameters to tailor responsiveness.

The main contributions of this work are:
e A fully open-source, real-time hand gesture-based cursor control system using only a webcam.
e A robust gesture recognition algorithm with temporal stability checks to reduce false positives.
e A modular architecture facilitating easy extension and customization.
e Comprehensive evaluation demonstrating usability and performance.

II. PROBLEM FORMULATION

The core challenge addressed is enabling accurate, low-latency cursor control using hand gestures detected from
webcam video streams. Formally, given a video frame sequence $ {F _t} $, the system must:

1. Detect and track hand landmarks in each frame.

2. Recognize the current gesture from .

3.  Map the recognized gesture and landmark positions to cursor commands (move, click, toggle).

4. Execute on the host operating system with minimal delay and jitter.
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The system must handle variability in lighting, background, hand orientation, and user behavior, while maintaining
smooth cursor movement and minimizing unintended actions.

III. LITERATURE REVIEW

A. Hand Gesture Recognition

Hand gesture recognition has been extensively studied, with approaches ranging from wearable sensors to vision-based
methods. Vision-based systems using depth cameras (e.g., Kinect) provide accurate tracking but require specialized
hardware. Recent advances in deep learning and frameworks like MediaPipe enable robust 2D hand landmark detection
from RGB cameras, making webcam-based solutions practical.

B. Cursor Control via Gestures

Prior works have explored gesture-based cursor control using various sensors. Some systems rely on colored gloves or
markers, while others use skeleton tracking. However, many lack real-time performance or require complex calibration.
Our approach leverages MediaPipe’s lightweight model for real-time tracking and integrates gesture recognition with
system cursor control, providing a practical and accessible solution.

C. Smoothing and Sensitivity in Cursor Control

Cursor movement derived from hand tracking can be jittery due to noise and rapid hand motions. Techniques such as
exponential smoothing and sensitivity scaling are commonly applied to improve user experience. Our system
incorporates configurable smoothing and sensitivity parameters, allowing users to balance responsiveness and stability.

IV. DATASET DESCRIPTION

This system operates on live video input from a standard webcam and does not require a pre-collected dataset for
training. MediaPipe’s pre-trained hand tracking model, trained on large-scale annotated datasets, provides robust
landmark detection. Gesture recognition is rule-based, relying on geometric relationships between landmarks rather
than learned classifiers.

For evaluation, we tested the system on diverse users performing gestures under varying lighting and backgrounds,
capturing real-world usage scenarios.

V.METHODOLOGY

A. System Overview

The system consists of five main modules:

Hand Tracker: Uses MediaPipe to detect 21 hand landmarks per frame.

Gesture Recognizer: Interprets landmark positions to classify gestures.

Cursor Controller: Maps gestures and landmark coordinates to cursor commands.
UI Overlay: Displays visual feedback and system status on the video feed.

Main Application: Orchestrates video capture, processing, and user interaction.

Al

B. Hand Tracking
MediaPipe Hands provides real-time detection of 21 3D hand landmarks. The system converts normalized landmark
coordinates to pixel positions relative to the camera frame.

C. Gesture Recognition
Gestures are recognized based on finger extension states and distances between key landmarks:
e Point: Only index finger extended.
e Pinch: Thumb and index finger tips close.
e Peace: Index and middle fingers extended.
e Fist: No or only thumb extended.
e Open: Most fingers extended.
Temporal stability is enforced by requiring gestures to be held for a configurable duration before activation.

D. Cursor Control

The index finger tip position is mapped to screen coordinates with sensitivity scaling and exponential smoothing to
reduce jitter. Click actions are triggered on pinch and peace gestures with cooldown timers to prevent multiple clicks.
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E. Calibration and Settings

Users can calibrate the system and toggle debug mode. Sensitivity and smoothing parameters are configurable via
command-line arguments or configuration files.

Calibration Process Flow Diagram
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VI. PROPOSED MODEL

The proposed model integrates MediaPipe’s hand landmark detection with a rule-based gesture recognition algorithm
and a cursor control module. The model pipeline is: $ F t \xrightarrow{\text{MediaPipe}} L t
\xrightarrow {\text{Gesture Recognizer}} G t \xrightarrow {\text{Cursor Controller}} C t § where $F t$ is the input
frame, $L _t$ the landmarks, $G_t$ the recognized gesture, and $C_t$ the cursor command.
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VII. SYSTEM DESIGN & ARCHITECTURE

The system follows a modular design:

e  Presentation Layer: OpenCV window displaying video feed and overlays.

e  Application Layer: Python modules for tracking, recognition, control, and UI.
e Data Layer: Real-time video frames and system cursor state.

The architecture supports extensibility for new gestures and UI enhancements.

Virtual Hand Cursor Control Systol System - System Architecture
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VIII. IMPLEMENTATION

Implemented in Python 3.11, the system uses:
e MediaPipe for hand tracking.
e OpenCV for video capture and rendering.
e PyAutoGUI for cursor control.
e  NumPy for numerical operations.
e Argparse for command-line interface.
The codebase is organized into separate modules for clarity and maintainability.

IX. EXPERIMENT RESULTS AND EVALUATION

A. Evaluation Method
We evaluated:
e  Gesture Recognition Accuracy: Qualitative assessment by multiple users.
e Cursor Movement Smoothness: Visual inspection and user feedback.
e Latency: Measured frame processing time (~30 FPS achieved).
e Robustness: Tested under different lighting and backgrounds.
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B. Results
e The system reliably recognized gestures with minimal false positives.
e Cursor movement was smooth with default smoothing factor 0.7.
e Latency was low enough for real-time interaction.
e (alibration improved accuracy in challenging conditions.

Experimental Setup Diagram:
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Our system offers a practical balance of accessibility, performance, and ease of use.

System Latency Breakdown per Frame
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0 Actual Total Time
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XI. RESULTS & TESTING

The system was tested on multiple platforms (Windows, macOS, Linux) with various webcams. Users reported

intuitive control and effective gesture recognition. Debug mode provided valuable visual feedback for development and
troubleshooting.

XII. CONCLUSION AND FUTURE WORK

This paper presented a comprehensive Virtual Hand Cursor Control System that enables intuitive, real-time control of
the computer cursor through natural hand gestures captured by a standard webcam. By leveraging the advanced hand
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landmark detection capabilities of MediaPipe and integrating a robust, rule-based gesture recognition algorithm, the
system translates user hand movements into precise cursor commands such as movement, left-click, right-click, and
control toggling.

The modular design and implementation in Python ensure accessibility and ease of customization, allowing users to
adjust sensitivity and smoothing parameters to suit their preferences and environmental conditions. The inclusion of a
calibration mechanism further enhances accuracy and usability across diverse hardware setups and lighting scenarios.

Experimental evaluation demonstrated that the system achieves smooth cursor control with low latency and reliable
gesture recognition, making it a practical alternative to traditional input devices. The system’s reliance solely on
commodity hardware (webcam and standard PC) significantly lowers the barrier to adoption, especially for users
requiring contactless interaction or accessibility solutions.

Future work will focus on expanding the gesture vocabulary, incorporating machine learning-based gesture classifiers
for improved robustness, and extending support for multi-hand interactions and 3D spatial control. Additionally,
integrating the system with augmented and virtual reality platforms could open new avenues for immersive and natural
user interfaces.

Overall, this work contributes a scalable, open-source framework for gesture-based cursor control, advancing the field
of human-computer interaction towards more natural and inclusive modalities.
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